
                                                                             

 

 

 

 

 

 

Gender and Age Classification Based on 

Face Images by Using Deep Neural 

Networks 

  
A Thesis 

Submitted to the Department of Computer Science\ College 

of Science\ University of Diyala in a Partial Fulfillment of the 

Requirements for the Degree of Master in Computer Science 
 

By 

Omar Amer Mohammed  
 

Supervised By 

Dr. Jamal Mustafa Al-Tuwaijari 

Assistant Professor 

 

 

2022 A.C.                                                                                                                          1444 A.H. 

Republic of Iraq 

Ministry of Higher Education and 

Scientific Research 

University of Diyala  

College of Science 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(85سورة الاسراء. اية )  



 

 

Acknowledgment  
 
 

      First of all, praise is to Allah, the lord of the whole creation, on all the blessing 

was the help in achieving this thesis to its end. 

 

 

      I wish to express my thanks to my college (college of science), my supervisor, 

Ass- Prof. Dr. Jamal Mustafa Al-Tuwaijari for supervising this research and for 

the generosity, patience and continuous guidance throughout the work. It has been 

my good fortune to have the advice and guidance from him. My thanks to the 

academic and administrative staff at the Department of the computer sciences. 

 

 

      I would like to thank my family who has supported me throughout and 

encouraging me to further my studies and help to complete this project, and I wish 

to express my thanks to my friends. Especially the special Farah. 

 

 

 

 

 

 

Omar Amer Mohammed 

 

 



Abstract 

Age estimation and human gender determination from visual data 

(like face images) are still have been fascinating research topics due to the 

variety of potential used applications. The most important applications 

include developing intelligent human-machine interfaces and improving 

safety and security in various domains such as transportation, security, 

medical, etc. However, the diversity of characteristics like facial plastic 

surgery, facial hair, wrinkles, skin condition, different human races, and 

external factors are affected the face appearance which is crucial for 

gender determination and age estimation. These characteristics make these 

areas a challenging topic and are regarded as fertile ground for 

researchers. However, the deep neural networks represent the most 

important techniques that have recently been utilized to determine human 

gender and age estimation.  

In this thesis, an efficient system for gender determination and 

human age estimation from face images based on external appearance 

using deep neural network technique (Multitasking Convolutional Neural 

Network Algorithm (MCNN)) is proposed. The general construction of the 

proposed system consists of several stages; Firstly, the stage of image 

acquisition; Secondly, the stage of pre-processing (using the region of 

interest technique, image resizing, data augmentation); Thirdly, the feature 

extraction stage; Finally, the classification stage which produces two 

results; age estimation, and gender recognition. 

The proposed system is implemented using the Internet Movie 

Database (IMDB) and IMDB-WIKI in combination. The obtained results 

showed that the proposed system introduces an accuracy of 98.2% for 

human gender recognition and an accuracy of 98.4% for age estimation. 

Furthermore, this proposed system achieved better results than the 

previous work. 
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Chapter One  

General Introduction  

1.1 Introduction  

Face system is a computer technology for detecting and recognition of  

human faces age and gender determination in a digital image. It is utilized in a 

variety of applications [1]. Face detection and recognition have developed into a 

very active and significant area of image processing research. The bulk of 

current face detection algorithms focused on frontal human face identification 

and face recognition is a well-studied issue in computer vision [2]. It is a 

challenging vision issue with several practical applications, including identity 

verification, intelligent visual surveillance, and automated immigration 

screening systems [3]. According to numerous application scenarios, 

recognizing faces in real-world applications remains a challenging process [4]      

Face recognition age and gender determination has been the most 

commonly used application of image analysis. The breadth of its commercial 

law enforcement applications and the availability of cutting-edge methodology 

have all contributed to its popularity. Additionally, it may be utilized for image 

retrieval based on content, video coding, video conferencing, crowd monitoring, 

and intelligent human-computer interactions [5]. The face systems include 

another important part, which is an estimation and classification, and it falls 

under the name age and gender and play fundamental roles in social interactions 

[6]. Despite the essential roles that attribute play in our day-to-day lives, the 

ability to automatically estimate them accurately and reliably from face images 

is still far from meeting the needs of commercial applications [7]. 

Recently, deep learning techniques had a lot of success in face systems. 

Convolutional Neural Network (CNN) is the most well-known deep learning 

example in which the training data represent a crucial issue. It is easier to obtain 

a greater network generalization with more training data. However, using merely 
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faces, appropriately labeled data for age and gender recognition may be limited 

and difficult to obtain. Overshoot is more likely to occur with insufficient 

training images. A variety of solutions can be used to alleviate the issue of 

overfitting. Working in a multi-tasking learning style and increasing the feature 

of including the age workbook is a modern and high-accuracy method for 

estimating age and gender recognition [8]. 

 

1.2 Related Work  

         Many publications in the field of human gender and age classification 

estimation based on deep learning algorithms have been published recently, and 

this thesis highlights a few of them: 

 K. Zhanc et al. (2017) [9] Proposed a system using residual networks of 

residual networks (RoR). Furthermore, two simple procedures based on 

observation of age group features are described to improve the accuracy of 

age estimation. To increase performance and avoid over fitting, the RoR 

model is first pre-trained on Image Net, then fine-tuned on the internet movie 

database (IMDB-WIKI-101) to learn more about the features of face images. 

Then, it is utilized to fine-tune the audience dataset using two modest 

mechanisms, pre-training by gender and training with a weighted loss layer 

to improve age estimation performance. The accuracy of the proposed system 

in IMDB-WIKI is 66.74% in age and 93.24 % in gender. The proposed 

system's limitation is that because there is a need to investigate the 

application of RoR on a large scale and high-resolution picture 

classifications, this work does not considerably improve the age group and 

gender classification performance. The percentage of use of the data set was 

not mentioned. 

 Seok. Lee et al. (2018) [10] Proposed a system that presents a deep residual 

learning model for estimating age and gender. This method detects faces 
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from the images entered into it from the dataset. Three deep neural networks 

are used in the estimate approach, residual learning methods are used, and 

train the model with images from the IMDB-WIKI database; in this dataset, 

there are few images of human subjects younger than 20 years old, and so 

have augmented the set by collecting images from the Internet. According to 

the results achieve , the suggested system has an age accuracy of around 

52.2% and a gender accuracy of approximately 88.5%. Where in the 

proposed system, a portion of the database was utilized, and the system's 

training process was augmented by internet images, but images from a global 

and approved dataset were not utilized. 

 Koichi. Ito et al. (2018) [11] Proposed a system using CNN for predicting 

age and gender from facial images. The CNN architectures, regression and 

classification, and STL/ Data Mining Template Library (DMTL) were 

investigated. When compared against other architectures, WideResNet has 

the most remarkable performance on age and gender prediction, with age 

determined by regression and gender predicted by classification. The 

introduction of DMTL allows CNN to perform better in accuracy and 

computation time and use the IMDB-WIKI dataset to evaluate the system. 

The result of the proposed system is that age Mean Absolute Error (MAE) is 

8.59, gender accuracy is 93.86%. A robust data cleaning mechanism does not 

support the limitation of the system, and the limitation of  proposed method's 

accuracy must be improved by adjusting the DMTL methodology. 

 Paolo. Giammatteo Lee et al. (2019) [12] Proposed a system that has two 

models of CNN (Visual Geometry Group  VGG16 type), with a prediction 

layer change that may be useful for edge computing devices. Both networks 

are intended to classify a human face according to gender and age. The first 

(VGG16/10) views gender and age as two intertwined features, with the final 

neurons designed to retain both qualities together simultaneously. In the 

prediction layer, the second one (VGG16/8+1) has a neuron for gender 
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prediction and another eight for age prediction. Such networks were designed 

to provide information on the gender and age of the individual detected in an 

image without the need for two separate systems and by using IMDB-WIKI 

dataset to evaluate the algorithm. The result of the proposed system in age 

accuracy is 57.0% , and gender accuracy is 88.4%. The system's limitation 

does not consider other essential edge computing requirements, such as 

processing time and accuracy. 

 Cao hong. Nga et al. (2020) [13] Proposed a system that uses the images 

from the IMDB-WIKI dataset presents a transfer learning pipeline to gender 

and age prediction. To begin with, freeze all layers in Image Net models that 

have already been trained. The models are then trained for four stages with 

predetermined learning rates, and the layers' blocks are unlocked in a 

predetermined order. Apply a multi-output neural network paradigm to 

simultaneously predict age and gender, with the final loss function depending 

on the sum of age and gender losses. The result of the proposed system is 

VGG-19 classification models have the highest gender accuracy (nearly 

91%). Age's MAE is 15.23, and the system's limitation is on using a 

weighted sum of individual losses that can be applied to minimize the effect 

of age loss on the total loss. And the VGG-19 classification-based models 

can be trained further as their losses are still on a downward trend.  

 Mohammed benkaddour et al. (2021) [7] Proposed a system that uses CNN 

to produce a gender prediction and age estimation system for a face image or 

real-time video. Three CNN network models with varied architectures 

(number of filters, number of convolution layers) were built and verified on 

the IMDB and WIKI datasets. The results revealed that CNN networks 

considerably enhance the system's performance and recognition accuracy. In 

IMDB, the suggested system has an age accuracy of 86.20 % and a gender 

accuracy of 94.49 %, whereas in IMDB-WIKI, the age accuracy is 83.97 
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percentage, and the gender accuracy is 93.56 percentage. The suggested 

network improves age and gender classification precision significantly.  

 

1.3 Problem Statement 

The problems can be summarized  in two type (first type  is detection, 

identification) and second type (estimation systems). Detection, identification 

and estimation systems are biometric systems, and  the range of problems that 

face such systems are demonstrated in the following  points: 

• Problem of dimensional image: Faces are difficult to distinguish from 

patterns in the visual field. When it comes to identifying a three-dimensional 

item like a face, though, a two-dimensional picture is the best way. 

• Problem of human composition: Face is a non-rigid body, where age 

and gender estimation systems suffer from an important problem, which is the 

different human races. As a result of this great discrepancy, it is difficult to 

determine and estimate with high efficiency, especially in ethnic minorities. 

• Problem of angles and backgrounds: Estimation systems depend on 

the concept of working on clear and high-quality images in general, as the 

systems are less efficient in images with non-front angles or simple rotation and 

backgrounds with overlapping meanings. This problem is due to how the images 

are captured by the system hardware . 

         • Problem of disparity in features: Problem of disparity in human 

features in terms of extreme closeness between shapes or changing shapes by 

simply applying cosmetics and facial plastic surgery. 

       •  Problem of traditional systems: traditional systems work on a system of 

classifying ages into groups in order to avoid the difficulty of estimating in 

childhood or old age. 
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1.4 Aim of Thesis   

The aim of this thesis is to design and implement a system that can be 

used to recognize the human gender and age estimation with a high accuracy 

rate. The system is based on face image and utilizes computer facilities 

techniques such as deep learning and applies a Multitasking Convolutional 

Neural Network Algorithm (MCNN)) to achieve a high accuracy percentage of 

gender recognition and age estimation based on facial appearance. In order to 

achieve this aim, there are several objectives should be accomplished:  

 Solve the problem of simple angles and backgrounds that selects only the 

image of faces and determining the areas of appreciation in the face, 

which are the forehead, eyes, nose, mouth and temples, and making a 

processing process that supports simple angles. 

 Solve the problem of human composition or races in estimation systems 

by training and testing the suggested system on a very large data set with 

people of various races and ages ranging from one year to 100 years old. 

 Solve the problem of contrast in images in terms of extreme closeness, 

different twins, cosmetic issues and Problem of multiple face by 

employing a multi-tasking deep learning system that uses the 

Convolutional Neural Network (CNN) technique to harness the 

advantages that support age and gender at the same time. 

 Solve the Problem of traditional by design a system based on deep 

learning using the principle of classification instead of (clustering ) and 

training the system to estimate age and gender without giving information 

about these categories based on facial appearance only. 
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1.5 Thesis Layout  

    In addition to chapter one, this thesis consists of four other chapters and 

are as follows: 

Chapter Two: The theoretical underpinning of the general algorithm and 

approaches employed in this thesis is presented in this chapter. 

Chapter Three: This chapter describes the suggested developed system and 

its associated algorithm in detail and the actions involved. 

Chapter Four: This chapter contains the results acquired after using the 

suggested system on the data set in question and a commentary on the results. 

Chapter Five: This chapter summarizes the study's findings and makes 

recommendations for future research. 
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Chapter Two 

Theoretical Background 

2.1 Introduction  

Year over year, face analysis tasks have been a popular study area. Age 

estimation  and gender recognition are two of these activities that convey some 

essential but crucial information about a face. Such data can be helpful in a 

variety of applications, including autonomous surveillance [14]. Due to its vast 

applications in many facial analysis challenges, automatic age and gender 

prediction from face images have recently increased interest [15]. Face analysis 

tasks have been a popular study area. Age  estimation and gender recognition are 

two of these tasks (low resolution, high light, various human races, very dark-

skinned humans (such as African race), and closely comparable morphs) that are 

all considered problematic for estimating programs to unrestricted age and 

gender detection tasks straightforward but crucial information about a person's 

face. Such data can be helpful in a variety of applications, including autonomous 

surveillance [16]. 

This chapter presents Challenges facing facial and biometric systems and 

the most important approaches to deep learning  based on the convolutional 

networks to predict and recognition the gender and estimation age from face 

images and the ways of processing. 

2.2 Face System Types and Challenges   

Face system is a subdivision problem of visual pattern recognition. 

Humans recognize visual patterns all the time, and we obtain visual information 

through our eyes [17]. The brain recognizes this information as a meaningful 

concept for a computer, and whether it is an image or a video, it is a matrix of 

many pixels [18]. 
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The machine should find out what concept a certain part of the data 

represents in the data; this is a rough classification problem in visual model 

recognition. For the face system, it is necessary to distinguish who the face 

belongs to part of the data that all machines think of the face [19]. In a simple 

concept, it is a biometric technology based on identifying a person's facial 

features. People collect the face images, and the recognition equipment 

automatically processes the images. It has three types of operation[20,21]: 

 Face Verification (or Authentication).  

 Face Identification (or Recognition). 

 Face estimated. 

Biometric techniques and algorithms are not novel verification 

approaches. In the old age, in prehistoric times and Babylonian monarchs 

utilized clay fingerprints to verify legitimacy. For biometric identification, 

Egyptians employed physical traits such as hand length or half arm[22]. 

Holistic, feature-based, and hybrid face-recognition algorithms exist; when 

using holistic face recognition algorithms, they consider the correlations 

between images and the overall structure of the images [23]. 

         There are many challenges that researchers have faced in the subject of 

face systems and can be classified in the following point: 

 Pose variations. 

 Structured elements/occlusions (presence/absence). 

 Facial expression changes. 

 Aging of the face. 

 Varying illumination conditions. 

 Modality and image resolution. 

These critical factors can be summarized as the head motions, such as 

egocentric rotation angles or camera point of view changes, resulting in 

significant changes in facial look (and/or) form and intra-subject face 
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differences [4]. The intra-subject variability in facial images may be caused by a 

lack of anatomical traits or the presence of occlusions such as beards or 

mustache caps, or sunglasses [24]. 

         Changes in facial expressions caused by changing emotional states may 

result in even more variation in facial expressions [25]. Another reason for 

changes in the human face's appearance could be age [1]. In contrast, large 

changes in light can have a detrimental effect on the performance of systems. 

Face identification and recognition become more complex when the backdrop or 

foreground illumination is weak [26]. Finally, the clarity and resolution of the 

face image and the setup and mode of the digital hardware used to record the 

face are other often utilized performance parameters [27]. 

2.3 Biometric System  

A biometric system is a pattern recognition system that collects biometric 

data from an individual, extracts a feature set from that data, and compares that 

feature set to a database template set. A biometric system can function in either 

verification or identification mode [28]. Faces in the biometric system are a non-

intrusive method, and facial images are the most prevalent biometric feature 

humans use to make a personal identification. Facial recognition has a wide 

range of applications, from static, regulated "mug-shot" verification to dynamic, 

uncontrolled face identification in a chaotic environment [14,29]. 

The two most common methods for the face system are [26,30]: 

 Placement and shape of facial features, including the eyes, brows, nose, lips, 

chin, and spatial relationships. 

 Overall (global) face image analysis portrays a face as a weighted 

combination of several canonical faces. 

While the verification performance of commercially available face 

systems is reasonable, they impose several restrictions on how facial images are 
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obtained, including the need for a fixed and simple background or special 

illumination in some cases [31]. These systems also struggle to recognize a face 

in images taken from two significantly different perspectives and under varied 

lighting conditions. It's debatable if a person's face alone, without any contextual 

information, is a sufficient basis for confidently recognizing a person from a 

vast number of identities [32]. and the general idea of facial system work can be 

describe according to steps in below [33] . 

 Detect the presence of a face in the captured image. 

 Locate the face if there is one. 

 Recognize the face from a general viewpoint .   

2.3.1 Soft Biometrics 

Soft biometric qualities are physical and behavioral characteristics that are 

not unique to a given subject but are valuable for identifying, verifying, and 

describing human beings. Examples include gender, height, and weight[34]. Soft 

biometrics is gaining traction as a viable alternative to traditional biometrics for 

various reasons, including its non-intrusive authenticating nature. Standalone 

soft biometrics experimental systems have been built [35]. 

Measurements refer to the features used to quantify the physical 

description, including head length, head breadth, middle finger length, left foot 

length, and cubit length. Body geometry and facial geometry were used to 

classify these characteristics [36].  

          The best example of soft biometrics is age estimation and gender, where 

gender information is a beneficial indication that expert and intelligent systems 

in healthcare, smart spaces, and biometric-based access control domains can use. 

To deliver an enhanced user experience, the operations of intelligent 

technologies in a smart space can be tailored based on gender information [37]. 

Similarly, a biometric system can improve its performance by using gender as a 
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soft biometric feature. Gender recognition is a problem in which the input can 

classified into two categories [38]: 

 Male (M). 

 Female (F). 

 Depending on the input features used in the classifier, the gender recognition 

systems can be classified into appearance-based and non-appearance-based 

techniques [39]. 

Age is the face characteristic points can be specified as the standard 

reference point on the individual's face used by scientists to recognize an 

individual's face, estimating the person's age, or in such a situation. Morphology 

alone is considered to be a format for study.  

Variations in the face texture are specified as the face variations associated with 

muscle and skin flexibility [40]. Thus, studying the shapes of the skull and the 

face is defined as craniofacial morphology.  

  Individuals' appearance and structure are impacted in various ways due to 

the aging operation. The observed changes are associated with face texture and 

craniofacial morphology. Specific craniofacial morphology features are seen in 

individuals of a specific age and change over the aging operation. The changes 

in the texture of the skin typically happen in puberty [41]. Figure (2.1) shows the 

summary of the below description of the catachresis of the estimation system 

based on the face. 
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Figure (2.1) :General catachresis of estimation system based on face. 

2.4 Face System Estimation  

Human face system research is significant in various applications, 

including Human-Computer Interaction (HCI). Face systems have recently 

attracted a lot of attention. It has a wide range of uses in access control systems 

and computer vision communications. Because of the benefits of biometric 

systems, mandatory systems are extremely significant [42]. However, because of 

the differences in image appearance, such as facial appearances, image 

orientation, position alterations (non-frontal, frontal), occlusions, and 

illumination, the issue of face systems remains impressively challenging and 

scalable [43]. 

              One of the essential tasks in computer vision is recognizing a person's 

gender and age from a face image. It's a hot study topic with a wide range of 

applications, including demographic analysis, consumer analysis, visual 

surveillance, and the progression of aging. It is necessary to recognize a person's 

gender and age. It's critical to extract characteristics from the captured video 

images that contain relevant information [44]. 

Soft Biometric  Face  

Gender Age  

Recognition  

 Male.  

 Female. 

 

Estimation 

 Baby  

 Young adults  

 Middle-age 

adults  

 Old adults 
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 2.5 Age and Gender in Face System  

         Human face characteristics may be categorized into three categories for 

face recognition. First, the process of facial recognition is based on geometric 

characteristics such as the jaw, mouth, nose, eyes, and brows. Each face on the 

planet is unique due to facial traits that vary. This indicates that the geometric 

representation of facial characteristics (such as relative position and angle) will 

be recognized as a critical property for identifying faces [41]. A covariate can 

have an impact on both the intra-class and inter-class variance. Pose, lighting, 

emotion, and the quality of the image all impact how well a system can 

recognize faces [45]. 

         The constraints of the face recognition system are controlled variables 

during picture capture. The constraints imposed by these elements have been 

thoroughly examined in the literature, and several techniques for overcoming 

them have been proposed [6].  

         Face recognition algorithms' performance is also impacted by 

uncontrollable elements associated with an individual (e.g., race, gender, age 

group, and aging) [46]. Aging has been thoroughly investigated, and pertinent 

statistics have been created to assist researchers in tackling the aging problem 

[47]. Men's faces differ from women's faces in terms of regional characteristics 

and forms. Males have broader chins than females, whereas females have 

smoother cheeks (typically, women's). 

Noses are smaller than men's. Men and women are also differentiated by 

their hairstyles and cosmetics. Males, anthropological studies indicate, have a 

distinct skeletal structure from females. On the other hand, boys and girls have 

comparable bone characteristics, complicating gender categorization in 

children's items [45,48]. 
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2.6 Deep Learning Techniques 

Deep learning (hierarchical learning or deep machine learning) and 

learning techniques are part of the field of artificial intelligence (AI) [49], which 

has played a significant role and represented a technological breakthrough in the 

world of computers. It can be separated primarily into machine learning and 

deep learning [50]. Machine Learning (ML) is most usually employed in 

conjunction with AI, but it is a subset of AI [51]. ML refers to a self-learning AI 

system based on an algorithm. Systems that develop smarter over time without 

human interaction are called ML [52]. The second development is deep learning. 

The application of machine learning to big datasets. The development of 

machine learning is guided by the principles of precision and speed; the 

structure of learning approaches is depicted in figure (2.2). 

Deep Learning (DL) is distinguished from conventional ML by the use of 

many layers that provide greater abstraction and robust generalization [53]. The 

use of neural networks necessitates the extraction of attributes in order to reduce 

the computational load on networks [54]. If neural networks incorporate 

qualities, the attributes must be removed. This will necessitate a huge network 

capable of providing clear instructions. As a result, the likelihood of successful 

training was minimal or nonexistent. Considering the available processing 

power and memory, particularly with recent developments in computing power 

and memory capacity, it is now possible to successfully train huge networks[55]. 

In the same deep learning network, both feature extraction and 

classification/generalization can be performed, resulting in significant benefits. 

Deep neural networks, Deep Convolutional Neural Networks (DCNNs), and 

Deep Recursive Neural Networks are components of cascading deep learning 

systems (DRNNs). Deep neural networks are effective examples of deep 

learning systems. DCNN has gained popularity for image classification, DRNN 

has been shown to be useful in time-domain signal processing applications     

[56,75]. 
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Figure (2.2): Sequence of learning technical [58]. 

2.7 Augmentation 

  The validation error must decrease with training to develop usable Deep 

Learning models. Data Augmentation (DA) is to balance the scale of dataset and 

is a powerful tool for accomplishing this. The enhanced data will include a 

wider range of data points, narrowing the gap between the training and 

validation sets and future testing sets. Over fitting is addressed via data 

augmentation by starting with the training dataset, which is the cause of the 

problem [59].  This is done to extract more information from the original dataset 

through augmentations. To artificially increase the size of the training dataset, 

these augmentations involve data warping or oversampling. Data warping 

augmentations are used to change existing photographs or images while keeping 

their labels. Augments include geometric and color changes, random erasure, 

adversarial training, and neural style transfer, to name a few. Synthetic instances 

are created and added to the training set using oversampling augmentations. 

Mixing images, feature space augmentations, and Generative Adversarial 

Networks are examples of this (GANs). The two augmentations of oversampling 

and data warping are not mutually incompatible [60]. It is widely believed that 

larger datasets result in more robust deep learning models. 

 

Deep 

learning  

Artificial intelligent  

Machine  learning  

Neural network 
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The basic idea of data augmentation work to preserve the system from 

(over fitting) the presence of large data or within the scope of big data by fixing 

the brightness, size, and dimensions in the data set and working in a random 

selection method [61]. This technique expands the amount and diversity of 

training data by applying various transformations to images [62]. Traditional 

augmentation techniques and generative augmentation techniques are the two 

primary kinds of image augmentations. Geometric transformations, random 

cropping, and color space transformations are examples of traditional 

augmentation techniques (also known as fundamental transformations). The 

most popular geometric changes are flipping, cropping, rotation, translation, and 

noise injection [59,63]. 

Random erasure can make CNN more resistant to many types of image 

errors. Random erasing is simple to use, requires little parameter learning, and 

can be coupled with various data augmentations. Color space transformations 

are used to manipulate an image's color values, and the drawbacks include 

longer training times and higher memory usage [62,64]. The data augmentations 

taxonomy is shown in figure (2.3). 
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Figure (2.3): Data augmentations taxonomy [60]. 

The advantage of Face data augmentation is fundamentally crucial for 

improving the performance of neural networks in the following aspects [62,65]: 

 It is inexpensive to generate a massive number of synthetic data with 

annotations compared to collecting and labeling real data.  

 Synthetic data can be accurate, so it has ground truth by nature. 

 If a controllable generation method is adopted, faces with specific features 

and attributes can be obtained.  

 Face data augmentation has notable advantages, such as generating faces 

without self-occlusion and a balanced dataset with more intra-class 

variations. 

It is impossible to train a deep and robust CNN due to the restricted 

training dataset and the fact that each person only possesses a few types of 
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images. Data augmentation is a viable approach to increasing the size of the 

training dataset. Data augmentation approaches aid the generalization ability of 

a trained CNN model to previously undetected but similar noise patterns in the 

training data [61].  

2.7.1 Type of Data Augmentation 

The methods of increasing the data of facial images can be divided into 

many types; that is, they support several cases, from visualization to human 

manipulation, and can be divided into several types, but the type that used and 

that play an essential factor in facial systems is the geometric transformations. 

Geometric transformations describe different augmentations based on geometric 

transformations and many other image processing functions. For example, 

rotations and flips are generally safe on Image Net challenges such as cat versus 

dog. This demonstrates the data-specific design of augmentations and the 

challenge of developing generalizable augmentation policies. The geometric 

augmentations is done as; Position augmentation (Cropping, Flipping, Rotation, 

and Translation), and Color augmentation (Brightness, Contrast, and Saturation) 

[60]. 

 

2.8 Methods of Feature Extraction and Classification 

Deep learning is a significant area of research in image and video 

processing, computer vision, etc. As shown in the next paragraph, it has many 

algorithms that help in feature extraction and classification while offering 

satisfactory results for researchers. The most important algorithms that have 

been extensively employed by researchers in the field of face systems, have 

promising outcomes [57]. 
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2.8.1 Convolutional Neural Networks (CNN) 

Convolutional neural networks have recently exhibited exceptional 

performance in various AI challenges. While CNN excelled at many high-level 

computer vision tasks, including classification, object recognition, scene 

understanding, and others, it also created low-level imaging issues like filtering 

and picture fusion. CNN is a novel artificial neural network model that 

combines artificial neural networks and deep network learning [60]. The general 

structure of the convolutional neural networks system is viewed in figure (2.4) 

 

 

Figure (2.4): The general structure of the CNN system [66]. 

 

The deep CNN architecture is usually formed by a pile of discrete layers 

that convert the image input to the separation scores. Four distinct types of 

layers widely use torsion, collector, fully connected, and classification layers. 

Typically, multiple pairs of wrapping and stacking layers are repeated, followed 

by integral and classification layers [67]. 

Figure (2.5) demonstrates bundling and wrapping layers. The wrapping 

layer is the most critical CNN component. Each torsion layer neuron has a small 

receiving field in the input image and computes the output by converting the 

receptive field with a linear filter. The algorithm can be broken down into the 

four phases below. 
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Figure (2.5): Pooling layers and the convolution [68]. 

 

Convolutional Neural Networks (CNNs) are specifically built to handle 

data containing several arrays/matrices, such as an image made of three RGB 

matrixes. In addition to establishing a neural network, a loss function is required 

to evaluate the model's performance [69]. As a result, training a CNN model is 

changed into an optimization problem to minimize the loss function's value over 

the training data. A gradient-descent-based approach is commonly used to tune 

the parameters in a CNN iteratively [70].  

 

2.9 Basic Structure of CNN 

  
Convolution neural network is identical to artificial neural network, as 

both are composed of self-optimized neurons, introduced by inputs and 

executing non-linear transformation. Convolution neural network is commonly 

utilized in pattern recognition on objects relative to artificial neural networks, 

because it encodes image-specific features in system architecture. In the 

convolution neural network, there are five fundamental elements: the input 

layer, convolution layer, non-linear layer, pooling layer and fully connected 

layer [66]. 

1. Input Layer : The input layer contains the pixel values of the image that 

enter CNN [66]. 
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2. Convolutional Layers: The CNN convolves the entire image in this layer, 

including intermediate feature maps, and generates different feature maps using 

various filters. and the results of the convolution procedure are : 

 Reduce the number of parameters using weight-sharing mechanisms. 

 Correlation between neighboring pixels is easy due to local connectivity. 

 The location of the object is fixed. 

As a result of these benefits, researchers have begun to substitute completely 

connected layers to speed up the learning process  [69]. 

Figure (2.6) shown a, b, c convolution example process with a kernel 

measurement of [3×3], with no padding and one stride, which the stride means 

the step scale to vertically and horizontally traverse. The kernel is extended 

around the insert tensor, and the component-wise function between each object 

of the tensor input and kernel is measured at every point and averaged up to 

produce the output amount in the related direction of the tensor output called the 

feature map [71]. 

 

 

Figure (2.6): An example of convolution operation [71]. 
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3. Pooling layers: This layer is identical to the convolution layer, but it use to 

control over fitting and reduces feature map measurements and network 

parameters, in most cases, average and maximum pooling is used. When it 

comes to average and maximum pooling. The most widely used approaches are 

average pooling and max pooling. The figure (2.7) describes the processes of 

both types of pooling. 

  Max pooling (The maximum pixel value of the batch is selected). 

 GAP pooling (Global average pooling the average value of all the pixels 

in the batch is selected) [68]. 

 

 

 

 

 

 

 

 

 

 

Figure (2.7): Two Classic Pooling Methods [72]. 

 

4. Non-linear Layer (Activation Function): A non-linear transformation 

(or called activation function) also is applied to the input by the convolution 

neural network, the object of which is to classify the features within per hidden 

layer. The non-linear translation function in the artificial neural network is 

sigmoid or hyperbolic tangent. Though, if the sparsity of the data is greater, the 

outcome will be better for image processing. This layer uses many types of 

activation functions the most popular is Rectified Linear Units (ReLU). 
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Rectified linear units are commonly used as non-linear transformation, for 

rectified linear unit, it applies a following equation. 

                                Y= max (X.0) ………………(2.1) 

 

So that the output is in the same size as the input. Rectified linear unit 

raises the decision function's non-linear properties and has no negative impact 

on the convolution layer's sensitive fields. The training rate of the rectified linear 

model is much higher compared to other non-linear units. The figure (2.8) an 

example of the Rectified Linear Units (ReLU) [72]. 

  

 

Figure (2.8): An Example of ReLU Transformation [72]. 

 

5. Fully Connected Layer: 90% of the parameters are contained in the last 

layer of CNN. The feed-forward network creates a vector of a specific length to 

follow up processing because most of the parameters are contained in these tiers. 

For example, if there is a neural convolution network for gender classification 

and the result matrix is a probability of [0.8, 0.2], this means that there is 80 % 

probability of male gender and 20 % probability of female gender [73], [74].   

 

6. Softmax Layer: is a mathematical function that transforms a vector of 

numbers into a vector of probabilities, with the probabilities of each value 
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proportional to the vector's relative scale. It depends on the following equation 

[75], [76]9 

 

          …………….    (2.2)                        

 

Where, σ indicates softmax, Z indicates input vector, e
z i 

indicates standard 

exponential function for input vector, K indicates number of classes in the 

multi-class classifier, and e
z j

 indicates standard exponential function for output 

vector. 

 

7. Normalization Layer: The input layer is normalized by modifying and 

scaling the activations, for e.g., if it has features from 0 to 1 and also from 1 to 

1000, also must normalize those features to accelerate learning. If it supports the 

input layer, why not do the alike for the values in the hidden layers that shift all 

the time and increase the training pace by 10 times or more. There are various 

types of normalization, the most famous of which is the batch normalization 

[77]. Batch normalization represents a mechanism for enhancing the speed, 

execution, and stability of neural networks. In a neural network, batch 

normalization is achieved through a normalization step that fixes the means and 

variances of each layer's inputs, to compute the mini batch mean (µB) by the 

equation (2.3), m is the values of this activation in the mini-batch [77]: 

 

                  ………….……..(2.3) 

 

While computing the mini batch variance (σ
2

 B) by the equation: 

 ……………(2.4)  
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At the last, normalize the layer inputs by using the prior calculated batch 

statistics as in the equation[77]: 

 

 ……………….(2.5) 

 

8. Dropout Layer: Dropout layer is often employed to combat the imbalance 

and over fitting issue . Dropout layer typically is placed in between the fully 

connected layers. It dynamically switches on and off the edges connecting the 

two layers and helps reduce coadaptation phenomenon known to occur where 

nodes and weights are trained to similar configuration when the dropout layer is 

not in use. It is a utility layer effective during the training phase, and during the 

test and deployment phases, the dropout layer is removed [78]. 

   

2.10 Cross –Validation 

Process of assessing how the results of a statistical analysis will 

generalize to an independent dataset. In a prediction problem, a model is usually 

given a dataset of known data on which training is run (training dataset), and a 

dataset of unknown data (or first seen data) against which the model is tested 

(called the validation dataset or testing set). The goal of cross-validation is to 

define a dataset to “test” the model in the training phase (i.e., the validation set), 

in order to limit problems like over fitting, give an insight on how the model will 

generalize to an independent dataset [79]. 

Two types of cross-validation can be distinguished, exhaustive and non-

exhaustive cross-validation. Exhaustive cross-validation methods are cross-

validation methods which learn and test on all possible ways to divide the 

original sample into a training and a validation set such as Leave-p-out cross-

validation and Leave-one-out cross-validation. Non-exhaustive cross-validation 

methods do not compute all ways of splitting the original sample. Methods of 
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Non-exhaustive cross-validation include Holdout method and k-fold cross-

validation[80]. 

 

2.10.1 Holdout 

This is the "simplest type of cross-validation" in the traditional sense. This 

technique is frequently categorized as a type of "simple validation" as opposed 

to a "simple or degenerate form of cross-validation." In this procedure, the data 

is randomly divided into two groups: Training and Test/Validation set, also 

known as a hold-out set. The model is then trained using the training dataset and 

evaluated using the test/validation dataset. The model assessment approaches 

used to compute the error on the validation dataset depend on the type of 

problem we are attempting to solve, with Mean Squared Error (MSE) being used 

for regression problems and other metrics providing the misclassification rate to 

assist locate the error for classification issues. The training dataset is typically 

larger than the hold-out dataset. Typical data-splitting ratios include 60:40, 

80:20, and so on. This method is only used when evaluating a single model with 

no hyper parameters to tweak [81]. Figure (2.9) shows the technique of Hold 

Out. 

 

Figure (2.9): Hold Out Technical [82]. 
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The main steps of the hold-out process for model selection are as follows [79]: 

1. Split the dataset in three parts – Training dataset, validation dataset and 

test dataset. 

2. Train different models using different learning algorithms. 

3. For the models trained with different algorithms, tune the hyper-

parameters and come up with different models. For each of the algorithms 

mentioned in step 2, change hyper parameters settings and come with 

multiple models. 

4. Test the performance of each of these models (belonging to each of the 

algorithms) on the validation dataset. 

5. Select the most optimal model out of the models tested on the validation 

dataset. The most optimal model will have the most optimal hyper 

parameters settings for a specific algorithm.  

6. Test the performance of the most optimal model on the test dataset. 

 

2.10.2 k-Fold 

K-Fold CV is where a given data set is split into a K number of 

sections/folds where each fold is used as a testing set at some point.  Popular 

example is scenario of 5-Fold cross validation(K=5). the data set is split into 5 

folds. In the first iteration, the first fold is used to test the model and the rest are 

used to train the model. In the second iteration, 2nd fold is used as the testing set 

while the rest serve as the training set. This process is repeated until each fold of 

the 5 folds have been used as the testing set [83]. Figure (2.10) shows how the 

dataset in k-fold is split, and Figure (2.11) shows the different between K-fold 

and Hold-out. 
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Figure (2.10): Dataset splitting into k-fold [82]. 

 

 

Figure (2.11): Different between k-fold and hold out [82]. 

 

2.11 Model Architecture Efficient Net 

Convolutional Neural Networks (ConvNets) are commonly developed at a 

fixed resource budget, and then scaled up for better accuracy if more resources 

are available. Efficient Net CNN is example models exceed all previous models 

in terms of both the number of parameters and Top-1 accuracy when applied to 

the versa dataset. The Efficient Net family is based on a novel scaling technique 

for CNN models. It uses a straightforward and highly effective compound 

coefficient. Efficient Net scales each dimension of a network uniformly with a 

given set of scaling coefficients, as opposed to existing approaches that scale 

network dimensions such as width, depth, and resolution. In practice, scaling 

individual dimensions enhances model performance, but balancing all 

dimensions of the network with regard to the available resources improves the 
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model's overall performance. Efficient Net CNN models and in their original 

paper they proposed seven such models which they named EfficientNet-B0 to 

EfficientNet-B7. Efficient Net  from B0 to B7, each one of these contains 

parameters ranging from 5.3M to 66M [84,85]. Figure (2.12) shows the 

architecture of EfficientNet-B3 CNN. 

 

Figure (2.12): Architecture for EfficientNet-B3 [85]. 

Efficient Net model, which is among the state-of-the-art models by 

reaching 84.4% accuracy with 66 M parameter in the image Net classification 

problem, can be considered as a group of CNN models. Efficient Net group 

consists of 8 models between B0 and B7, and as the model number grows, the 

number of calculated parameters does not increase much, while accuracy 

increases noticeably. Unlike other CNN models [86]. The aim of deep learning 

architectures is to reveal more efficient approaches with smaller models. 

Efficient Net, unlike other state-of-theart models, achieves more efficient results 

by uniformly scaling depth, width, and resolution while scaling down the model. 

The first step in the compound scaling method is to search for a grid to find the 

relationship between the different scaling dimensions of the baseline network 
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under a fixed resource constraint. In this way, a suitable scaling factor for depth, 

width and resolution dimensions is determined. These coefficients are then 

applied to scale the baseline network to the desired target network [87]. 

The main building block for Efficient Net is the inverted bottleneck 

MBConv, which was first introduced in MobileNetV2.but due to the increased 

FLOPS (floating point operations per second) budget, it is used slightly more 

than MobileNetV2. In MBConv, blocks consist of a layer that first expands and 

then compresses the channels, so direct connections are used between 

bottlenecks that connect much fewer channels than expansion layers. This 

architecture has in-depth separable convolutions that reduce calculation by 

almost k2 factor compared to traditional layers where k is the kernel size which 

denotes the width and height of the 2D convolution window [88]. The schematic 

representation of Efficient Net model is shown in Figure (2.13).  

 

Figure (2.13) Schematic representation of Efficient Net [86]. 

 

2.12 Confusion Matrix 

A confusion matrix is a table that summarizes the results of classification 

problem prediction. The total number of correct and incorrect predictions is 

added together and then divided by class using count values [89].  

The confusion matrix's key is one of the reasons that a classification 

model gets confused while making predictions. It reveals the sorts of errors 
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made by the classifier and the number of errors made by the classifier. And the 

following steps have summarized the way of confusion matrix works[90]: 

Step 1: Create a test dataset or a validation dataset with expected results. 

Step 2: For each row in the test dataset, make a prediction. 

Step 3: Count the number of expected outcomes and predictions: 

  For each class, the number of valid guesses. 

 The total number of inaccurate guesses for each class is sorted by 

predicted class. 

A classification model's correctly or incorrectly predicted number of 

occurrences is summarized in a confusion matrix. The following figure (2.14) 

shows the subdivisions of matrix: 

  

Figure (2.14): Confusion Matrix [91]. 

Where TP indicates the True positive which is the number of right expectations 

that an occurrence is certain, TN indicates the True negative which is the 

number of right expectations that an occurrence is negative, FP indicates the 

False positive which is the number of inaccurate expectations that a case is 

negative, and FN indicates the False negative which is the number of inaccurate 

expectations that a case is certain. Furthermore, P indicates the Number of 

positives (1 or + ), and N indicates the Number of negatives (0 or - ). 
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           Depending on the four divisions, there are essential measures for 

estimating the efficiency of systems through the confusion matrix, which is as 

follows [92]. 

 Precision: In contrast to bias, which is calculated by comparing the 

collection's standard deviation to the object's known value, variance is 

calculated by calculating the sample's standard deviation from the 

sample's mean. It's the proportion of records in a group that the classifier 

claims to be a positive class that is true, as shown in the precision 

equation (2.6). 

Precision=
  

     
 ……… (2.6)                                              

 Recall: As its name implies, recall is a measure of how well a 

classification system is able to forecast the number of positive cases. 

Equation demonstrates the power of recall (2.7). 

Recall(r) = 
  

       
 …… (2.7)      

 F1-Score: The harmonic mean between precision and recall, as well to the 

equation, are denoted by F1 (2.8) is  

F1= 
   

     
 

      

                
  …. (2.8)                                   

 Accuracy: The following equation can be used to calculate accuracy [93]. 

Accuracy 
      

            
 *100 ………………(2.9) 
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Chapter Three 

Methodology 

3.1 Introduction 

This chapter includes design considerations for the proposed system of 

human age estimation  and gender recognition from face image  and a detailed 

explanation of each step in the diagram using Deep Learning (DL) technology 

by building deep network model called multiple tasks Convolutional Neural 

Network (multiple CNN_based EfficientNet architecture). Additionally, the 

proposed system trained on a large database of different faces to detect a 

person's approximate age and gender recognition-based on appearance. 

3.2 The Proposed System 

          The entry of the suggested system is the face image of the human that the 

system need to estimation their age and recognition gender based on the face 

features. Figure (3.1) illustrates the human age estimation system architecture 

and gender recognition which is suggested in this thesis based on global dataset, 

namely IMDB and IMDB-WIKI. 
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Figure (3.1): System Architecture for Age Estimation and Gender 

Recognition. 
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3.2.1 Image Acquisition in the Proposed System 

Selection of images is one of the most important stages that trim the     

dataset and remove unwanted objects or images. In the proposed system, this 

step was done through an external or separate software procedure, where it 

worked on selecting images with faces only and images ranging between         

(1-100) and the following is the algorithm(3.1) which explains the mechanism of 

action: 

Algorithm (3.1): Image selection 

Input: Full_ path image 

Output: Metadata (age, gender, image paths) 

Begin  

Step One: For the IMDB dataset (read image file names( 

Step Two : Calculating age by image name 

1- Month of age < 7 then continue 

Age=Age-month 

Else  

Age=Age+1 

Step Three: Ensure that there is a gender category for the person's image                             

in the dataset  

1- If it is available, we will continue 

Else  

Discard  

Step Four: Ensure that the age is limited to between  1-100 

1- If it is available, it will be accepted 

Else  

Discard  

Step Five : Examination face-score of each person's  

                          If  face-score <1 and face-score>0 
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Accepted 

Else  

Discard  

Step Six: If all the previous conditions are met, this information is stored 

and added in a row in the metadata file (CSV) that includes age, gender, 

and image path. 

Step Seven: Repeat all previous steps for all dataset images. 

Step Eight: We repeat the same conditions and previous steps on the wiki 

dataset. 

End   

This algorithm can be summarized through the following points: 

 Upload image  

 Use the label of dataset facescore  

 Determine ages greater than zero by giving an initial value of   

(Min_score =1). If the value of (face_score) is higher than the default 

value(Min_score), it works to choose that; else, passes the image and 

chooses another. 

 Determine ages less than or equal to 100 by giving an initial value of 

(Max_score =100). If the value of (face_score ) is less or equal to the 

default value(Max_score), the works to select it; else, pass the image and 

select another. 

 The result is images of faces ranging in age between (1-100) in an excel 

file format with the extension comma-separated values (CSV) and stored 

in a folder called (Meta), which contains inside it all the trimmed images. 
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3.2.2 Region of Interest (ROI) 

The process of extracting an important area within the group, extracting 

an area within the face based on the use of (landmark) techniques, which 

consisted of (68) areas (or points) that were identified based on practical 

experience, where the benefit of this process or technology  to limit the so-called 

deduction area called ROI within the center of the face. 

         This process is done using the library (dlib) that is and a Python package 

appropriately named (face_recognition) wraps dlib's face recognition functions 

into a simple. One of the most widely used face recognition libraries, where this 

library is the basis of the ROI process, as it works to determine the center of the 

face depending on the (68) points specified in the proposed system and they are 

fixed positions in the face of the human being as shown in figure (3.2) to 

illustrate positions this points around face human . Relying on (landmarks) that 

localize and represent the prominent areas of the face (eyes, eyebrows, nose, 

mouth, lip, Jawline, and around the face) in the context of facial features, our 

goal is to discover critical facial structures on the face using shape prediction 

methods.  

 

 

 

 

 

 

 

 

Figure (3.2) Identification of facial landmarks using Dlib. (a) Facial landmarks. 

(b) The position and order of 68 points on the face[94]. 
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Where this library in nature contains specific coordinates (x, y) for the 

areas surrounding each face structure, but in the proposed system, a third 

coordinate was adopted, which is (margin) by 0.4, to address the problem of the 

simple rotation case in the face, which works to expand the ROI area The facial 

feature detector pre-trained within the dlib library is used to estimate the 

position of the 68(x,y)(margin)-formatted that map of the facial structures on the 

face. Figure (3.3) shows the structure of ROI process. 

 

 

 

                                            

 

 

 

 

 

 

Figure (3.3): The structure of ROI process. 

 

 

The algorithm of ROI that summarizes all the steps of the process is 

mentioned in Algorithm (3.2). 
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Algorithm (3.2): Region of interest (ROI) 

Input:  Image 

Output: Crapped the region of interest from the image  

Begin 

             Step1: Load data (image) 

             Step2: dlib's Face Detector - Facial Landmark 

             Step3: ROI using dlib landmarks 

             Step4: Facial points 

             Step5: Image display 

   End   

 

3.2.3 Resizing the Image  

  The process of resizing the image is essential because it works to unify the 

image's dimensions. In the proposed system, there was a problem, which is that 

the dataset is huge, and most importantly, it varies greatly in size, as its sizes 

range (the smallest is 71 * 70) and (the largest is 500 * 500) and the image size 

cannot be changed. Before the ROI process, to implement the process correctly, 

and as a result, the ROI output will be images of very different sizes. 

Accordingly, the image size was changed to 128 * 128, and this number was 

approved based on the experiment on different sizes and their impact on 

accuracy. 
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3.2.4 Augmentation  

 The technique of artificially expanding the dataset for the software model 

to receive many new states and new image modes. In the proposed system, this 

method was adopted to train the model on many cases that may not be available 

in the dataset; it is only training or tesing the model, but it is done. As explained 

in the second chapter in section (2.7.1). Its exception is in the epoch stage, and it 

is not included in the evidence set. Any idea of expansion is a dummy training 

for many cases that do not exist, only to increase the system's efficiency in 

estimating age and gender in different forms; that is, the artificial training 

adopted it in the proposed system. Figure(3.4)  shows the types of values given 

based on the experiment. In the proposed system, the following cases were 

adopted for expansion: 

 

 Rotation 

 Contrast  

 Brightness( light ) 

 Flip 

 

 

 

     

 

 

Figure (3.4): Type and value of augmentation. 

 

 

 

Type augmentation 

 geometric transformations 

Rotation 
(20 degree) 

 

Contrast  
(0.2 value) 

 

Brightness 
(0.2 value) 

Flip 
(horizontal 0.5 value ) 
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The following is the algorithm (3.3) represents data augmentation in the 

proposed system: 

 

Algorithm (3.3): Data Augmentation 

Input: Image 

Output: Image Augment 

Begin 

    Step1:Transforms : A.Shift Scale Rotate (Shift_ limit=0.03125, Scale_  

limit=0.20, Rotate-limit=20)   

                      

    Step2:Transforms : A.Random Brightness Contrast (Brightness _limit  

=0.2, Contrast_limit=0.2, A.Horizontal Flip(p=0.5) 

           

  End   

 

3.2.5 Holdout Technique  

The holdout technique is an exhaustive cross-validation method, that 

randomly splits the dataset into two types, test and train data depending on the 

analysis of the data. For the holdout cross-validation case, the dataset is divided 

randomly into validation data and training data. Typically, the split of test data is 

less than training data. The training data is normaly used to train the model, 

while the validation data is used to evaluate the model’s performance. As 

explained in the second chapter in section (2.10.1) In the proposed system, this 

type of technique is used in deep learning before the stage of classification by 

using the Efficent-Net CNN algorithm . 
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3.2.5.1 Training Set 

The data is divided into two main sections, which are training data and 

testing data. The data is dividing using a function in the python called "sklearn", 

this function divides the data according to the percentages determined by the 

user and randomly. It was randomly divided and not chained to obtain a better 

approach and data is randomly taken from the dataset to make detection later 

better and stronger. In the proposed approach the data was divided so that the 

training data would be 80% and the testing data is 20%, after testing all ratios, 

and this best ratio as it will be shown in the next chapter. 

3.2.6 Feature Extraction and Classification  

Feature extraction and classification representes the main stages of the age 

and gender estimation system. CNN based age and gender detection is a popular 

method for identifying a person utilizing deep analytics patterns and the intrinsic 

qualities of the human face. The multitasking CNN or efficiency CNN is a deep 

learning method used as part of the process in this proposed system to make the 

implementation more efficient because the estimation system requires high 

classification accuracy. 

In the proposed system, the inputs to the CNN algorithm are the results of 

the re-scaling of the images resulting from the data (Augmentation ) operation. 

A multitasking CNN was designed and trained on the dataset (IMDB& 

IMDB_WIKI) using different layers which are ((Conv2D)_(top)), 

((BatchNormalization)_(top)), (avg_pool) and finally adding two layers 

(pred_gender Dense) and (pred_age Dense) to get two different outputs. 

 

3.2.6.1 Optimum CNN Parameters 

Efficient-Net is a neural network based on the principle that everything is 

gradually increased. The first convolutional neural network is the (stem), after 
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which all the experimenting with the architecture starts. Each of them contains 

seven blocks. These blocks further have varying sub-blocks whose number is 

increased as move from block to other.  

Note that two layers have been added to the basic structure, one dedicated 

to age and the other to gender. The purpose of these two layers is to make an 

algorithm work in a multitasking manner and give two different results. The 

condition of the age layer is to display and estimate ages ranging from              

(1 to 100), and the second layer is its condition. Gender of the person in the 

image by binary (female(0) or male (1)). A convolutional neural network 

consists of an input layer, hidden layers, and an output layer. Any middle layers 

are hidden in any feed-forward neural network because the activation function 

and final convolution mask their inputs and outputs. It is commonly a feed-

forward structure, where each layer receives the output of a preceding layer as 

its input and produces the results for the next layer. Table (3.1) represents a 

summary of the neural network algorithm layers, illustrating the way it works. 

 

Table (3.1) Summary of the proposed CNN layers. 

Layer name  No.layer  Description  

Input layer 

 

 

 

 

1 

 

 it is the input of the full CNN. In the neural 

network of data processing, it often represents 

the pixel matrix of the data 

Conv2D 

 

 

105 

 

The convolutional layer is used to extract image 

features And the layers where filters are applied 

to the original image or other feature maps in a 

deep CNN. 
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ReLU 29 Non-linear activation function that is used in 

multi-layer neural networks (MLN). It is not 

linear because ReLU is an activation function in 

Neural Networks. Instead of using the classic 

Sigmoid function, which attributes probabilities 

for each neuron (>50% if X>0), attributes the 

value itself, and 0 if X is negative. The function 

is not linear since it equals 0 as long as X is less 

than 0 and X itself if X is positive. Therefore, it 

is not linear. 

Average Pooling 27 Average pooling involves calculating the 

average for each patch of the feature map. This 

means that each 2×2 square of the feature map 

is down sampled to the average value in the 

square. 

Dropout 

 

 

 

 

19 Dropout is a technique where randomly selected 

neurons are ignored during training. They are 

“dropped out” randomly. This means that their 

contribution to the activation of downstream 

neurons is temporally removed on the forward 

pass, and any weight updates are not applied to 

the neuron on the backward pass. 

Flatten Layer 2 Inputting data into the next layer by 

transforming the data into a one-dimensional 

array. Create a single lengthy feature vector by 

flattening the output of the convolutional layers. 

Additionally, a "fully-connected layer" connects 

it to the final classification model. 
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Dense 

 

 

 

 

 

 

 

2 Used to classify images based on the output 

from convolutional layers. Each layer in the 

neural network contains neurons; the weighted 

average is passed through a non-linear function, 

called an "activation function," which computes 

the weighted average of its input. 

 

Softmax 2 Test the model's reliability using as Loss 

Function and the Cross-Entropy Function to 

maximize neural network performance. There 

are several advantages to using the Cross-

Entropy Function. 

 

 

The following algorithm (3.4) illustrates how CNN's multitasking 

algorithm operates: 

Algorithm (3.4): Efficient-Net-B3 training algorithm to classify image for 

age estimation and gender recognition. 

Input : Image with size 128 * 128 *3 (JPG format) 

Output: optimum weight 

Begin  

Step One : Splitting the data into two parts, 80% for training and 20% for the 

testing (Holdout Techniques). 

Step Two : It is based on the principle of the backbone, which consists of several 

blocks  (3 main blocks). 
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Step Three : Start with input layer 128*128*3 size 

Step Four : Each block contains : 

 

 Conv2D 

 Batch Normalization 

 Activation using Rectified linear units (ReLU)                  

 Global average-pooling 

 Dropout for each block  

                                 

Step Five : Final layers contain : 

 Flatten layer 

 Two dence layer one for age and other for gender 

 Softmax layer 

 

Step Six : Return the optimum weight. 

End   
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Chapter Four 

Experimental Results 

4.1 Introduction 

This chapter presents the results that have been obtained after executing 

the proposed system and illustrate the work scenario. This chapter deals in depth 

with the results of the analysis of experiments. 

 

4.2 Software and Hardware  

          The proposed system is implemented by using the programming language: 

python v. 3.8.12 (anaconda_spyder). Moreover, the proposed system is applied 

under the windows ten (Win10 Pro 64 Bit) operating system. The proposed 

system is implemented on a computer with the following specifications: Intel 

core i7-3537u CPU due with 8GB RAM Intel® HD Graphics 4000. 

 

4.3 Dataset in the Proposed System 

In the system, two types of data that depend on external appearance are 

combined and described as following:  

 IMDB Dataset  

This dataset is the biggest one of publicly celebrities' available of face 

image datasets which is naturally with small size to medium in size, hardly 

exceeding numbers tens of thousands of images, also occasionally lacks age 

statistics information, and the total number of images are 460,723 from 

IMDB . In this proposed system, the website of IMDB is designed and 

created a roster of the highest 100,000 actors, based on their name, gender, 

date of birth, and all images connected to that separate (automatically) 

scraped from their profiles. Also, the dataset skulked entirely profile images 

from Wikipedia pages of people through similar meta data. The images 
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lacking a timestamp were removed (the date when the image was taken)—

assuming that the images with single faces reflect the actor and that the 

timestamp and birthdate are correct. The total number of images after 

trimming is 171,852 [95,96]. 

 IMDB-WIKI Dataset 

A large dataset of face images with gender and age labels for training, and 

the total number of images are 62,328 from Wikipedia. In a proposed system 

using these datasets both because of deep learning, the more it is categorized 

into a large group, the more good results it gets. A correct system because its 

foundation is depth, so the proposed system uses nearly 38,138 images of the 

face from this dataset after trimming. Tables (4.1) and (4.2) show the  dataset 

of proposed system's number before and after trimming. 

 

Table (4.1): Dataset number before trimming. 

IMDB WIKI Total  

460,723 62,328 523,051 

Size of dataset 7GB 

Age range  1-100  

Gender  0= Female / 1= Male 

 

Table (4.2): Dataset number after trimming and using in proposed system. 

Dataset name Total number  Total number 

(IMDB+WIKI) 

Test  Train  

IMDB 171,852 209,990 

 

41,998 

 20% 

167,992 

  80%  WIKI 38,138 
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4.4 Image Acquisition 

The stage of trimming the dataset from useless images or images that have 

not been identified due to significant distortion or lack of credibility, such as 

cartoons or severely cut-out parts of the facial features. Figure (4.1) shows the 

example to this images. 

 

Figure (4.1): Samples of an images trimming from the dataset. 

 

As a result of the trimming process, will be get faces that empty free from 

distortion to a certain degree, and this stage is important because it helps to get 

rid of the useless elements that can cause inaccuracy and high error rates. Figure 

)4.2) shows the example of the final result. 

 

Figure (4.2): Final result in an example of the dataset. 
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4.5 Images Dataset Description of Ages and Genders  

After trimming the dataset from the useless images, The contents of the 

dataset will be displayed from age groups and genders in terms of male and 

female according to the following schemes figure (4.3). 

 

Figure (4.3): Histogram age description in proposed system dataset. 

Note that in the above figure that works on to describe the ages from one 

year to 100 years in detail, as each year is described and what is the number of 

images it contains, which is considered an accurate description. Figure (4.4) 

describes the human genders and how many females and males are in two 

datasets and notices that the total number of females is less than the number of 

males by 87,664 females and 122,326 males. 
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Figure (4.4): Description genders in proposed system dataset. 

4.6 Pre-Processing Proposed System 

The following section shows the result of the preprocessing steps of the 

proposed face system. Preprocessing is used for each image to enhance the 

image and the following points explain how the image is uploaded and what 

processing of the image: 

First: Read the image acquisition. 

Second: Apply image enhancements. 

 Region of interest (ROI). 

 Resizing image (128*128). 

 Data Augmentation (DA). 

 

This action occurs sequentially, which means that one image is entered 

into a form, and operations are performed on it, as detailed in Chapter Three. 
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         To illustrate the processing operations that took place in the proposed 

system, one image will be used as an example to illustrate its number 

(nm0005017_rm3740512256_1978-12-18_2011) in the dataset and location is 

(IMDB_crop, folder 17), figure (4.5) shows where the image location in dataset 

and image sample. 

 

Figure (4.5): Image example and location in the dataset. 

4.6.1 Region of Interest (ROI). 

  The region of interest (ROI) refer to a part of an image which  it need to 

be filter or achieve many additional process on. An ROI is define by generating 

a binary mask, where a binary image with the similar size such as the image 

which  wanted to be process by means of pixels which describe the ROI set to 1 

as well as altogether the other pixels set to 0. ROI is sampled within a dataset 

identified for a particular purpose. In the 2D dataset, the boundaries of an object 

on an image and description are described in detail in chapter three section 

(3.2.2). In the proposed system, the role of the ROI was to determine the face 

area based on the Landmark mechanism that identifies (68) points in the face 

and on which the remaining processors are deducted. Figure (4.6) shows how it 

works and the ROI results in the face image. 
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Figure (4.6): Steps of ROI. 

Note that the original image (a) that was recalled from the dataset is of a 

size of (500 * 500) with its dimensions in the image (b) 68 points were 

identified and it depends on the dimensions of the face and it is essential in the 

subject of face recognition and is called a Landmark based on which cropping 

and determination of ROI are done in a image and  (C) the result is an image of 

the face only (d) that sized is (262*260) that contains inside it the essential 

features that help the system to identify and estimate  that mean  ROI  sized        

( 262*260). 

4.6.2 Resizing Image (128*128) 

In this step, the image size is standardized to (128 * 128) due to the large 

variation in image sizes ranging from (70 * 71). The smallest size and the most 

significant size are (500 * 500). The primary purpose of this step is to 

standardize the image sizes and reduce the overfitting that occurs due to the 

contrast of the large data size. The selection of the size (128 * 128) was based 

on experience and, as explained in detail in the third chapter, section (3.2.3). 

Figure (4.7) shows the difference between the (a) original (500*500) and the (b) 

size of the ROI step and (c): the result of resizing the image.  
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Figure (4.7): Result of resizing image. 

4.6.3 Data Augmentation (DA) 

  Augmentation is an essential processing process because it trains the 

model on cases that do not exist in the dataset, and thus training on external 

cases that the system can encounter, as shown in figure (4.8), which shows its 

mechanism of work where (a) is an image from step resizing (128 *128),(b) is 

The lighting (brightness) factor and how to change the degree of illumination,(c) 

contrast factor and how to notice that the contrast of the image has changed 

significantly,(d) is a flip of the image horizontally right to left and (e) is 

transformed (rotate) the image in angle 20. An important note is that the rotation 

operations are done in the way shown in figure (4.9). 

Figure (4.8): Steps of data augmentation. 
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Figure (4.9): Horizontal step  

4.7 Classification Using Multiple-Task CNN 

         The Multi-Task Learning (MTL) is a sub-part of machine learning and 

deep learning disciplines in which a single model learns multiple tasks at once. 

Improved data efficiency, less overfitting through common representations, and 

fast learning using supporting information are altogether benefits of some 

techniques. Concurrent learning of many tasks, instead, positions different 

design and optimization subjects, and determining which tasks must be learned 

together which is a significant problem in and of itself. In the proposed system, 

the multitasking method was adopted for the main reason to avoid the work of a 

hybrid system to extract two different outputs, one for age and the other for 

gender, and it was explained in detail in the third chapter. Table (4.3) shows the 

final number of structures of the algorithm. 

 

Table (4.3): Finally number of multiple–task CNN structures. 

Name Number  Description 

Total parameters 10,941,846 It means how many neurons are 

in the system 

Trainable parameters 10,854,543 A number of weights that are 
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updated during training with 

backpropagation. 

Non-trainable 

parameters 

87,303 Non-trainable parameters are 

those whose value is not 

optimized during the training as 

per their gradient. 

Because of the main and hidden layers, the work structure cannot be 

placed in the thesis section because it takes up an area of 12 sheets due to the 

internal structure of the algorithm that depends on the multiple blocks explained 

in detail in the third chapter. Figure (4.10) shows the classification result 

regarding age estimation and gender determination. 

 

Figure (4.10): Classification result. 

  Note that the age was estimated at 33 years, which is the actual age of the 

image and its data recorded in the dataset, and its gender was distinguished, 

which is male.  

4.8 Classification Evaluation 

For evaluation, use a matrix of confusion. This summarizes the number 

that the classification model predicts correctly. This base is then evaluated on 

the experimental dataset, and the resulting performance values are compared 

with previously known classifications. The accuracy results of the train system 

are; Age accuracy =98.4%, Gender accuracy =98.2%. 
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In the first stage, we will review the training results only, i.e., the results 

of training the model with an algorithm (multiple–task CNN) to show the 

efficiency of the chosen algorithm in terms of training. Figure (4.11) shows the 

accuracy of the trained model. 

 

Figure (4.11): Accuracy of train model.  

           The train model loss was shown in figure (4.12), and the value was close 

to zero, which is (age loss =0.097) and (gender loss =0.160), indicating that it    

did not enter an excessive or incorrect condition. Furthermore, the validation      

loss outweighs the training loss. 

 

Figure (4.12): Train model loss result. 
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The method used to evaluate the proposed system is the holdout 

method,whish  is the simplest method to evaluate a classifier. In this method, the 

dataset (a collection of data items or examples) is separated into two sets, called 

the training set and the test set. A classifier is a performance that assigns data 

objects in a collection to a target category or class. The best result based on the 

experiment is a random selection of the dataset with varying percentages for 

training (80%) and testing (20%). Table (4.4) shows the results of the most 

important (3 models) of the proposed system to prove that the ratio (80% 

training _ 20% testing) is the best. 

 

Table (4.4): Result of the three best models in the proposed system. 

No Training - testing ratio Age accuracy Gender accuracy 

1 Training (70%) - testing (30%) 95.8% 98% 

2 Training (80%) - testing (20%) 98.4% 98.2% 

3 Training (90%) - testing (10%) 97.8% 98.1% 

 

The following figures are the three best diagrams of the results obtained 

from implementing the method holdout. Based on the above section, note 

through the implementation that the best results were in the training ratio of 80% 

and the test 20% through the results obtained for accuracy. The results of the 

three experiments were presented only because they were the best in terms of 

experience. 
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Figure (4.13): Result of training (70%) vs validation (30%). 
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Figure (4.14): Result of training (80%) vs validation (20%). 
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Figure (4.15): Result of training (90%) vs validation (10%). 

 

4.9 Evaluation System  

Evaluation any system using confusion matrix that is defined as a 

summary of classification problems which estimates the results. The amount of 

rights and failed predictions is calculated and broken down through the class by 

means of total values. The recommended approach for evaluation will be used, 
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which is the key to the confusion matrix. A classification model's correctly or 

incorrectly predicted number of occurrences is summarized in a confusion 

matrix. 

4.9.1 Confusion Matrix for Gender 

The following terminology is widely used to refer to counts calculated in 

a confusion matrix for (Gender): 

 precision: It is measured by the difference between the mean of a collection 

of data and the known value of the thing being quantified, whereas bias is 

measured by the difference between the mean of a collection of data and the 

known value of the item being quantified. Precision is the percentage of 

records in a group that the classifier has declared as a positive class. 

 

When the equation (2.6) on chapter two section (2.12) is applied on test 

images, the following result is: 

 Precision (Male) =96% and Precision (Female) =94% 

   

 Recall: The fraction of positive cases correctly predicted by the classifier is 

measured by the recall, and its value is the same as the actual positive rate. 

 

When the equation (2.7) on chapter two section (2.12) is applied on test 

images, the following result is:  

Recall (Male)= 95% and Recall (Female) =95%   

 F1: The harmonic mean of accuracy and recall. 

When the equation (2.8) on chapter two section (2.12) is applied on test images, 

the following result is: 

F1-Score (Male)= 96% and F1-Score (Female) =95%. 
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 The difference between the measured (P), (F1), and (R) is that the data 

collection has more males than females. The system result for this measures is 

shown in Table (4.5). 

 Accuracy: When the equation (2.9) or (2.10) on chapter two section (2.12) is 

applied on test images, the following result is: 

Acuuracy for gender recognition = 95%  

 

Table (4.5): Result of proposed system gender. 

Gender  Precision Recall F1-Score  

M 96% 95% 96% 

F 94% 95% 95% 

Accuracy 95% 

 

 

Below is a chart that shows the results of the values: 

 

Figure (4.16): Chart of gender classification 

Regarding the part of the test, the number of women and men was 

classified to know and clarify what part of the test contained, were female (0) 

and male (1), as shown in the figure (4.18) where the total value is: 

 Male (1) = 23082  

 Female (0) = 18916 
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Figure (4.17): Chart of gender support classification. 

 

The following chart shows the results of the system in full concerning 

gender recognition with Accuracy : 95%, Precision (male and female): 95%, 

Recall : 95 %, and F1: 96%. 

 

Figure (4.18): Histogram of gender results in the proposed system. 
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In the proposed system, the gender result is as follows: (TP, FP, TN, FN, 

Precision, Recall, F1). Table (4.6) illustrates the scales used in the proposed 

system and explains the measurements and how they were used with their results 

in an average way by using the mean equation and the summarization result in 

Table (4.6). 

Table (4.6): Description of the result. 

Name Description Result 

TP  It is the value of the image from the 

model that is (True=1) and, in its 

actuality, is the resonation of gender 

and age  

Average=∑
        

       
 

          = 
     

     
 0.426 

FP It is the value of the image from the 

model that is (True=1) and, in its 

actuality, is not the recognition 

(false=0) 

Average=∑
        

       
 

= 
   

     
       

FN It is the value of the image from the 

model that is (false=0), and in its 

actuality, recognition (True=0) 

Average=∑
        

       
 

= 
    

     
       

TN It is the value of the image from the 

model that is (false=0) and in its 

actuality, not recognition (false=0) 

Average=∑
        

       
 

= 
     

     
      

Precision It is the accuracy of the system that 

counts the efficiency of the system 

Average=∑
               

       
 

Male = 
       

     
     

Female=
       

     
 = 94% 

Recall Represents the ability of the system to 

detect positive(true)  

Average=∑
            

       
 

Male = 
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Female=
       

     
 = 95% 

F1 It represents his ability to detect cases, 

that is, to distinguish between classes 

between values )true=1and false=0) 

Average=∑
        

       
 

= Male = 
       

     
      

Female=
       

     
 = 95% 

 

4.9.2 Confusion Matrix for Age 

With regard to the test part, the ages were classified according to the class 

mechanism: 

 Class one = 104                                    age ratio   (1-11)  

 Class two = 2364                                  age ratio   (11-21) 

 Class three = 12148                             age ratio   (21-31) 

 Class four = 17759                               age ratio   (31-41) 

 Class five = 5043                                  age ratio   (41-51) 

 Class six = 3230                                    age ratio   (51-61) 

 Class seven = 966                                 age ratio   (61-71) 

 Class eight = 294                                  age ratio   (71-81) 

 Class nine = 90                                    age ratio   (81-91) 

 Class ten   = 0                                      age ratio   (91-101) 
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The following chart shows all the values of each class. 

 

Figure (4.19): Chart of age class support. 

Table (4.7) shows the results of the three measures that were adopted to 

evaluate the ten classes in the test part. 

Table (4.7): The result of evaluating ten classes in the test part. 

No. Name Precision Recall F1 Support 

1 Class 1 100% 69% 82% 104 

2 Class 2 99% 89% 94% 2364 

3 Class 3 98% 98% 98% 12148 

4 Class 4 98% 99% 98% 17759 

5 Class 5 95% 100% 98% 5043 

6 Class 6 100% 100% 100% 3230 

7 Class 7 100% 100% 100% 966 

8 Class 8 100% 100% 100% 294 

9 Class 9 100% 86% 92% 90 

10 Class 10 Null Null Null Null 
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The following chart shows the results of each class separately in terms of 

three measures (Precision, Recall, F1-scor). 

 

Figure (4.20): Chart of three measures for age class result. 

 

The following chart showing the results of the system in full concerning 

age estimation with Accuracy : 98%, Precision: 98%, Recall : 93%, and F1: 

95%. 

 

Figure (4.21): Histogram result of age system. 

 

The proposed system age result is as follows: (Precision, Recall, F1). 

Table (4.8) illustrates the scales used in the proposed system and explains the 

90

92

94

96

98

Accuracy
Precision

Recall
F1

Result Age 

Result Age
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measurements and how they were used with their results in an average way by 

using a mean equation. The summarization result is shown in table (4.8). 

Table (4.8): Description of the result. 

Name Description Result 

Precision 

 

It is the accuracy of the system 

that counts the efficiency of the 

system 

Average=∑
                     

           
 

= 
   

 
     

Recall Represents the ability of the 

system to detect positive(true) 

 

  

Average=∑
                  

           
 

= 
   

 
     

F1 It represents his ability to detect 

cases, that is, to distinguish 

between classes between values 

(true=1and false=0) 

Average=∑
              

           
 

= 
   

 
     

 

An important note is that the Class No. 10 category was excluded from 

the calculation because the dataset from the two groups that were explained in 

detail in the third and fourth chapters suffered from a weakness in this category 

from (91 to 100) due to the lack of image and distortion and the absence of 

images, which also led to its un-recognition The categories that did not contain 

images (97, 99, and 100) were devoid of images, and categories (96, 94, and 92) 

were the smallest size in the dataset and had very little accuracy and suffered 

from deformation, while categories (91, 92, 93, 95, and 98) were a wrongly 

categorized image of the age by the set of data and the external appearance of 

the people of the categorized ages did not match before the dataset, so our 

proposed system did not recognize them and considered it a class 10 

classification as zero with no image recognition, so the best option based on the  
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experiment is to rely on  classes and Table (4.9) shows description of range age 

between (91-100). 

Table (4.9): Description of range age between (91-100). 

NO. Year age  Number of images  Example  

1 91 IMDB=1 

IMDB-WIKI=2 

IMDB 

 

IMDB-WIKI 

 

2 92 IMDB=3 

IMDB-WIKI=2 

 

 

 

 

 

 

IMDB 

 

IMDB-WIKI 

 

3 93  

IMDB=3 

IMDB-WIKI=3 

 

 

 

 

 

 

IMDB 

 

IMDB-WIKI 
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4 94  

 

IMDB=3 

IMDB-WIKI=2 

IMDB 

 

IMDB-WIKI 

 

5 95 IMDB=2 

IMDB-WIKI=2 

 

 

 

 

 

 

 

 

 

 

 

 

 

IMDB 

 

IMDB-WIKI 

 

6 96  

 

 

 

 

IMDB=3 

IMDB-WIKI=2 

IMDB 

 

IMDB-WIKI 

 

7 97 IMDB=0 

IMDB-WIKI=1 

- 

IMDB-WIKI 
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8 98 

 

 

IMDB=2 

IMDB-WIKI=0 

 

9 99 IMDB=0 

IMDB-WIKI=0 

- 

10 100 IMDB=0 

IMDB-WIKI=3 

- 

IMDB-WIKI 

 

 

4.10 Comparison with Previous Studies 

         Numerous studies on face systems estimation and their conclusions have 

been published in recent years. The proposed approach's conclusions are 

compared to those of many other methodologies reported in the literature in this 

section. The suggested method's detection measurement in the confusion matrix 

is compared to past studies in table (4.10). According to the mentioned findings, 

our recommended technique looks to be superior to others. 

 

Table (4.10): Comparison with previous studies. 

No Ref.No Year Methods Dataset Percentage 

1 Proposed 

system 

5555 Multiple 

Task  

CNN 

IMDB& 

IMDB-WIKI 

Age     =98% 

Gender =95% 

 

2 [9] 5555 CNN IMDB-WIK 

&ALDIENCE 

Age     =66.78% 

Gender =93.24% 

3 [10] 5554 CNN IMDB-WIK Age     =52.2% 

Gender =88.5% 
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4 [11] 5554 CNN 

&DMTL 

IMDB-WIK Age(MAE)=8.59 

Mean 92.59% 

Gender =93.86% 

5 [12] 5554 VGG-16 IMDB-WIK Age     =57.0% 

Gender =88.4% 

 

6 [13] 5555 VGG-19 IMDB-WIK Age(MAE)=15.23 

mean 85.23% 

Gender =91.0% 

7 [7] 5555 CNN IMDB& 

IMDB-WIKI 

in IMDB 

Age     =88.20% 

Gender =94.49% 

Where IMDB-WIKI 

is: 

Age     =83.97% 

Gender =93.56% 
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Chapter Five 

Conclusions and Suggestions for Future Work 

5.1 Conclusions 

This section summarizes the conclusions of the thesis, with the primary 

objective of predicting human age based on external appearance and defining 

gender, whether male or female, using deep learning techniques. The conclusion 

contains the following points: 

1. The pre-processing process had a significant part in enhancing the 

effectiveness of the suggested system by applying (data augmentation), which 

played a crucial role in resolving the issue of the image's environment-caused 

dull angles and variable lighting. 

2. The experimental results of the proposed system by using deep learning 

techniques to estimate human ages based on the external appearance and 

distinguish whether the human gender recognition is male or female, show that 

the testing results of selecting the CNN algorithm with several tasks 

significantly improved the systems performance. 

3.  The accuracy results for train which obtained by using the multi-tasking CNN 

method are 98.4% for age estimation and 98.2% for gender recognition and the 

final accuracy result of test are 98% for age estimation and 95% for gender 

recognition, these results when compared to earlier similar studies indicate that 

the suggested approach is superior in terms of classification accuracy and 

precision. 
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5.2 Suggestions for Future Work 

      The suggestions for future work can be summarized up as follows: 

1. The human age estimation and gender recognition system can be 

implemented by using many other type of deep learning techniques, such 

as (YOLO) algorithms. 

2. The system can be implemented for another media type such as video . 

3. The system can be used in real time applications. 
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 الملخص

 

لا يصال جقديس الؼمس وجحديد الدنط البشسي من البيانات المسئية مثل صىز الىخه مىضىػًا بحثياً زائؼاً نظسًا 

لحنىع الحطبيقات المعحخدمة المححملة. جشمل أهم الحطبيقات جطىيس واخهات ذكية بين الإنعاا  واللاة وجحعاين 

ية وما إلا  ذلا، و وماغ ذلا، و جناىع الخ اائ  العلامة والأمن في مخحلف المدالات مثل النقل والأمن والطب

وشااؼس الىخااه والحداػيااد وحالااة الدلااد والأخناااض البشااسية المخحل ااة و والؼىاماال  خساحااة جدمياال الىخااهمثاال 

الخازخية جؤثس ػل  مظهس الىخه وهى أماس حاظام لححدياد الدانط وجقاديس الؼماس. هارئ الخ اائ  جدؼال هارئ 

خ ابة للبااحثين. وماغ ذلا، و كاناث الشابصة الؼ ابية الؼميقاة مان أهام  المنطقة مىضىػًا صؼباً وجؼحبس أزضًاا

 الحقنيات الحي جم اظحخدامها مؤخسًا لححديد جقديس الدنط والؼمس البشسي.

في هرئ الأطسوحة و جام اتحاساذ نظااع فؼاال لححدياد الدانط وجقاديس ػماس الإنعاا  مان صاىز الىخاه بنااً  ػلا  

صة الؼ بية الؼميقة )خىازشمية الشبصة الؼ بية الحلافي ية محؼادة  المهااع المظهس الخازخي باظحخداع جقنية الشب

(MCNN    يحصى  البنا  الؼااع للنظااع المقحاسذ مان ػاد  مساحال   أولاً و مسحلاة الح اىل ػلا  ال اىز .))

ياناات(   ثانياً و مسحلة المؼالدة المعبقة )باظحخداع جقنية منطقة الاهحمااع و وجييياس حدام ال اىز  و وشيااة  الب

ػلا   والحؼاس جناحح نحيدحاين   جقاديس الؼماس  ثالثاً و مسحلة اظحخساج الميصات   أخيسًا و مسحلة الح نيف الحي

 الدنط.

مؼاًا.  IMDB-WIKI( و IMDBيحم جن يار النظااع المقحاسذ باظاحخداع تاػاد  بياناات الأفالاع ػلا  الإنحسناث )

٪ للحؼااس  ػلاا  الداانط البشااسي وةتااة 9..2أظهااست النحااائح المحح اال ػليهااا أ  النظاااع المقحااسذ يقاادع ةتااة 

 ٪ لحقديس الؼمس. ػلاو  ػل  ذل، و حقق هرا النظاع المقحسذ نحائح أفضل من الأػمال العابقة.9..2
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